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Customer Support Interfaces
Scientific liaisons
Userassistance analysts
Problem resolution
Usersatisfaction surveys

Outreach to the Next Generation
Learning opportunities for
studentsand faculty

Communication with Users
Multiple channels; easy and
frequentaccess

Training Current and Future Users
Workshops tailored to userneeds




UAO Responsibilities

Customer

Support Communication

Training Outreach




UAO - Staff Members

. Accounts
- Maggie Miller
_ Lisa Rael

. User Assistance Analysts
- James Buchanan
_ Adam Carlyle
~ Mitch Griffith
_ Chris Fuson
_ Bill Renaud
- Adam Simpson
- Bobby Whitten
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. Training & Outreach

Brian Gajus
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Scott Jones |
Dawn Levy

Deborah Rose

Jason Smith

Leo Williams

Caitlin Rockett (Student Intern)
Eric Gedenk (Student Intern)




Customer Support -

Team

Projects & Accounts

Accounts

. Account team responsible for activating projects and getting

users access to the OLCF resources

. Currently we have 161 active OLCF projects
. Over 1,200 users
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Customer Support — User
Assistance
(help@nccs.gov)

* Problem resolution

 Development of support resources

» Communication with users
* Development and delivery of training

 Customer advocate with other OLCF groups




Customer Support - User
Assistance Metrics for 2010

. Average Response Time: 29 minutes, 9 seconds
_ Group metric: Average response time less than 2 hours

. Tickets Resolved within 3 business days: 95%
- Group metric: 80% resolved within 3 business days
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Dept. of Energy’s
most powerful computer




Communications

* Frid t
rl ay a n n O u n Ce m e n S L/l ABOUTOLCF  LEADERSHIP SCIENCE ~ COMPUTING RESOURCES ~ CENTERPROJECTS ~ MEDIA CENTER

« Emergency notifications ——

e Center announcements

» User Conference Calls

o Recent Communication Examples
v’ Retirement of the XT4 BMI USES JAGUAR TO OVERHAUL LONG-HAUL TRUCKS

BMI Corporation is combining their aerospace and race care design expertise with the power ofthe OLCF's
Jaguar supercomputer to create a new, long haul “SmartTruck” that will increase fuel efficiency and reduce

v’ File System Enhancements | EEEd

v Spider File System Updates




Overall Satisfaction Wit

Overall
Satisfaction
Ratingon a 5
Point Scale

4.31 in 20

Overall rating

very positive this yea
as 90% reported
being “satisfied” or
“very satisfied” with
OLCF overall.




OLCF Outreach

Goal: Showcasing OLCF research and engaging users
through strategic communication activities

.- Science highlights
. Center publications
. Workshops and lectures

. Community outreach
. Websites




Science Highlights

Outreach team works to highlight the
research of OLCF users through
several mediums

. Science highlights

. Newsletter
. Website

. External media and
trade publications

Forthe week of 3/14/2010
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Center Publications, Additional
Outreach Activities

. Reports
_ Science at the Petascale
- Annual Report

. Videos
_ Researcher success stories

SCIENCE ...x

NCCS ANNUAL REPORT 2008

LEADERSHIP
COMPUTING
FOR SCIENCE

DOE DELIVERS PETASCALE SYSTEM IN 2008

- YouTube

CLIMATE: The World in Balance
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EXASCALE
Supercomputing Advances
Climate Research

DOE Office of Science leadership computing systems have gone from 7 teraflop/s t the NERSC
Center in 2003 to almost 3 petafiop/s at ORNL in 2009. By 2018 DOE supercomputers will achieve
exaflop/s levels of performance. This million-fold increase over 16 years continues to accelerate
‘advancements in fields from astrophysics and biology to medicine and nanotechnology. In climate
science it may spur  quantum leap forward s supercomputers enable the largest climate datasets,
highestresolution climate models, and speediest, most complex climate simulations ever. With no
the world at stake (observed emissions are above the worst-case scenario considered by
the most recent IPCC assessment), exascale computing will help validate climate models and
improve climate predictions. That mezns global stakeholders can ask ‘what if2” and get the best
answers science can deliver. i
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Community Outreach

Outreach team works to engage current, new, and next-generation
users through training and education

Seminar Series

» OLCF users visit the lab to discuss their experience running on the supercomputers

Workshops and Educational Events
» On average we hold 15-20 workshops a year

» Morehouse College Supercomputing
Course

Tours
. Over 950 tours in 2010 & 110 tours to date in 2011




New Center Projects

UAO completed work on a project that will allow you to
elect to receive emails when the status of a machine
changes.

To sign up, go to:
http://www.olctf.ornl.gov/kb_articles/notice-lists-what-they-
are-and-how-to-subscribe/

JAGUARPF
Up since March 9 05:05 AM

JAGUAREXT
Up since February 9 05:17 PM

HPSS
Up since March 9 12:58 PM

LENS
Up since February 9 05:20 PM

EEE R e

SMOKY
Up since March 3 01:15 PM



New Center Projects

User Assistance and Outreach team have deployed a new
OLCF website,
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SUPERCOMPUTERS SIMULATE THE MOLECULAR MACHINES
THAT REPLICATE AND REPAIR DNA

mponents to understand their role in health and i
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UPCOMING EVENTS: SciApps 2010 - August 3, 2010 - August 7, 2010

NEWS LINK: Introducing the World's Most Powerful Supercomputer for Climate Research - earth2tech.com

MORE SCIENCE ARTICLES S A 2 0]
Jaguar Explores Carbon-Water Union [: I p p S

Document Maps the Road to Exascale

SCIENCE

Nuclear Theorists Pin Down the Proton-Halo
State in Fluorine-17 OLCF Releases “Science at the Petascale 2009:
Pioneering Applications Point the Way” TOP JOBS

Ahalo may be difficult to acquire in terms of vitue, A integrated b o th
butit can also be tough to calculate in terms of e
physics. Gaute Hagen from ORNL, Morten Hjorth- i o

catalysts
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New Center Projects

Creation of new Jaguar User Guide

Jaguar User Guide

1. System Overview

2. Allocations and Accounts

A. Requesting an allocation/project

B. Join an existing allocation (obtain an account/userid)
3. Connect and Login
A. Computing Policy

B. Connecting

i. Connection Utilities
ii. Authentication

iii. Initial Login (Setting a PIN)

C. Login Node Abuse
D. Common Login System
E. System AvailabilityS

i. Current System Status

ii. Notification of System Events




Future UAO Projects

Update USERS site (htip://users.nccs.gov)
Add additional alert mechanisms
Develop training and support documentation for Titan

Add functionality for users to check the status of their project
and account requests online

Continue to add to the knowledgebase

P




Contact Me:
Ashley Barker
Email: ashley@ORNL.GOV

The research and activities described in this presentation were
performed using the resources of the Oak Ridge Leadership
Computing Facility at Oak Ridge National Laboratory, which is
supported by the Office of Science of the U.S. Department of Energy
under Contract No. DE-AC05000R22725.
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